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Abstract: Covid-19 pandemic outbreak has affected everyone of our lives directly or indirectly. There is a 

lot of information and an equally good amount of misinformation filled out there on the internet. The only way 

we can mitigate the Covid-19 crisis and keep ourselves in a healthy condition is to be informed with the right 

information. Whatsapp forwards, YouTube clickbait videos have made the situation worse by propagating 

misinformation. Governments and NGOs are trying to give out the right information but these misinformation 

carriers have got more reach and popularity. In this thesis, I tried to come up with a machine learning model 

that would act as a question answering engine for Covid-19 queries. The Question answer engine is built on 

the Covid-19 Open Research Dataset (CORD-19 dataset in short), the largest open dataset corpus of Covid- 

19 related research papers which is developed by Allen Institute for AI as one of the training datasets. 

Bidirectional Encoder Representations from Transformers (BERT), Global Vectors for Word Representation 

(GloVe) and Generative Pre-trained Transformer 3 (GPT-3) models were used to create required 

embeddings. The model combines Covid-19 related research texts’ mining and leverages the famed GPT-3 

models capabilities with Natural Language Processing(NLP) tools to give a better set of answers than the 

previously known information retrieval Question Answering Systems. Evaluation of the model is done through 

comparison with a manually created dataset with accurate information based on reliable sources like WHO. 

It is hoped that the Machine Learning Model created through this research study would be able to help 

researchers and common people alike in their search for accurate knowledge and information.. 
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1. INTRODUCTION 

The world has witnessed over 26.62 crore officially reported Corona Virus infected 

people and over 50 lakh deaths globally.[1] India has seen 3 crore plus confirmed 

cases and more than 4.5 lakh deaths due to the Covid-19 pandemic. The severity of 

the viral disease's impact is clear from this. 

One of the most important ways to mitigate the novel Corona Virus or Covid-19 as it 

is popularly referred to nowadays is to keep ourselves informed of the latest 

knowledge on Covid-19. News, WHO bulletins, Government released directives and 

state government level & district level administration released information bulletins 

are the best options to rely upon provided they have the reach and popularity among 

the general public. But, modern day humans, particularly in India are social media 

addicts and rely on unstructured publicly shared non-reliable information that 

spreads even more faster than the pandemic itself. A questions answering system 

that feeds on scientific research papers is a sure shot solution for countering such 

misinformation. 

In this thesis paper, popular question answering systems based on language models 

such as Bidirectional Encoder Representations from Transformers (BERT), Global 

Vectors (GloVe) for Word Representation - an open source project from Stanford 

university, Sentence-BERT(SBERT) were studied and evaluated for some questions 

on Covid-19 using Covid-19’s Open Research Dataset (CORD-19) dataset and public 

tweets on Covid-19 dataset. GPT-3, a recent language model developed by openai is 

also trained with the above said datasets and its output is also evaluated. 

Question Answering System is pretty old system which has got much more 

popularity in recent times. This is credited to the higher usage of mobile phones and 

the habit of querying anything unknown using Googling, or checking Youtube and 

Whatsapp seeking information through questions. An expert system like Google, in 
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addition to being a search engine acts like a Question-Answering (QA) system and 

gives a one word or one sentence answer to questions asked. These questions can be 

simple and direct mathematical calculations like currency conversions, metric to 

imperial measure conversion or simple General Knowledge questions like who is the 

fifth President of India to complex questions like what are the symptoms of a 

particular disease for a particular geography or weather expected for next one week. 

 

Figure 1: The Question Answering System is a 

combination of Information Retrieval and Natural 

Language Processing. 
 

 

 

2. Literature Survey 

Although question answering has received a great deal of  attention  by  the 

research community in recent years, it is by no means a new field of research. A 

survey article published in 1965 described no fewer than  fifteen  question 

answering systems built in the prior five years (R. F. Simmons, 1965). One of 

the reviewed systems was BASEBALL (Bert F. Green et al., 1961)[4], which was 

used for questions about  baseball  games  played  in  the  American League  over 

the course of  a year. It was possible to answer questions such as “Where did the 

Red Sox play in July 7?”  and “How  many games  did the Yankees play  in July 

7?”. A few years later, (W.A.Woods et al., 1972)[3] – sponsored by NASA – 

developed LUNAR. This system could answer questions about soil samples and 

lunar rock that were then being collected by the Apollo  Moon  missions.  The 

system was demonstrated in 1971 at the Lunar Science Conference, where it 

answered with an accuracy of 78% (Hirschman & Gaizauskas, 2001)[5]. 

Both LUNAR and BASEBALL essentially were natural language interfaces to 

databases (NLIDB). In an NLIDB system, a user’s question is translated into a 

database query, and then the query’s output is returned as the answer to the 

initially asked question. These systems were very  primitive in their  action and 

were limited, in the sense that they only worked with a very limited number of 

questions and a very restricted domain  (closed-domain  question  answering), 

where knowledge was stored in  a  traditional  database.  Additionally,  these 

systems were not easily portable to different domains, and it required a 

considerably tedious manual  effort to build  a  knowledge base which  comprised 

all relevant information about the specific domain (Androutsopoulos, 1995)[6]. 

Another QA system that was developed in the 60s was PROTOSYNTHEX (R. 

Simmons et al., 1964), that attempted to answer questions from ‘The Golden 
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Book Encyclopedia’, a  large  book  containing  very  complex  natural  language 

text that was difficult to process in those  days.  It  was  one  of  the  first  QA 

systems made to extract answers  from  a  totally  non-traditional  unstructured 

text, rather than the traditional structured database. The system, back in those 

days, used a technique which is now commonly called full-text search. In that full-

text search, an entry in the index was created for each word from the encyclopedia, 

except for commonly used words such as the and a, that  were ignored. The system 

also stemmed words, that is combined words with the same stem such as book and 

books. The index was then put to use to retrieve such sentences that most closely 

resembled the question. For example,  given  the question “What do worms eat?”, 

the sentences “Birds eat worms on the grass.” and “Host worms usually eat 

grass.” could  be  retrieved.  Another  highlight feature of this system was its 

learning component, in which a human helped to remove disambiguity of some 

questions or sentences, with the  resolved  results being stored for next uses. 

PROTOSYNTHEX can be considered as a first step towards a generic QA system 

that could work in unrestricted domain (more commonly referred to as open-

domain question answering). 

In the next few years, many more QA systems were developed similar to that of 

LUNAR and BASEBALL, with no significant improvements being made, as the 

majority of such systems were still limited to small restricted domains. 

In recent times, with the onset of the World Wide Web in the early 1990s, and 

the resulting  explosion of  information, many groups began to make use of  the 

Web as a large text corpus, creating the so-called web-based QA systems, such 

as START (Katz, 1988, 1997)[7][8]. 

Despite such initial efforts, QA systems were in  some  way forgotten for  some 

years, and it wasn’t until 1999,  when  QA  track  (Voorhees,  1999)[9]  was 

launched in the renowned Text REtrieval Conference (TREC), that QA became 

a new found hot research area in the Natural Language Processing (NLP), 

Information Retrieval (IR) and Information Extraction  (IE)  communities.  In 

terms of IR, the goal was to  move  from  document  retrieval  to  very  short 

passage retrieval. These passages could be reduced to a short answer to a given 

question. The IE community also had some interest in QA to the fact  that the 

ending of the DARPA sponsored Message Understanding Conferences (MUCs) 

(Turmo et al., 2006)[10] coincided with the beginning of the QA track at TREC. 

Moreover, IE also shares some common tasks with QA, such as named entity 

recognition. As for the NLP community, the QA track revived the interest that 

began in the 1960s. 

Although QA System is still not a finished research  area,  some research  groups 

are now trying interactive question  answering  systems,  where  a  dialogue 

interface builds up follow up and clarification questions (Quarteroni  & 

Manandhar, 2009)[11]. 

 
3. Machine learning for question answering 

Machine Learning is the field of study that is concerned with the question of how to 

construct computer programs that automatically improve with experience (Mitchell, 

1997 [38]). Within this view, a computer program is said to learn from an experience 

with respect to some task, if the program’s performance at the task improves with 

the experience. 

In the 1950s, Arthur Samuel – a pioneer in the field of machine learning –, wrote a 

checkers-playing program (Samuel, 1959)[26] that was able to learn how to play 

checkers, by recognizing game patterns that led to wins and game patterns that led 
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to losses. The program learnt to recognize these patterns through experience 

acquired by repeatedly playing games against a copy of itself, and analyzing the 

outcome of each move that was played. Samuel’s program is now regarded as a 

milestone in the field of machine learning, and was probably the first computer 

program that actually learned from experience. 

As another example of a learning problem, consider a computer program that deals 

with question classification, as defined in Section 2.2.1.1. In this setting, the task is to 

classify questions posed in natural language, the training experience is a data set of 

questions along with their correct labels or categories, and a performance measure 

for this task is accuracy, i.e., the percentage of correctly classified questions. 

In this case, we can say that the program is learning how to classify questions, if it 

improves its accuracy with the training experience. 

Traditionally, the field of machine learning has been divided into three broad 

categories or learning paradigms: supervised, unsupervised, and reinforcement 

learning. These are defined as follows: 

Supervised learning Supervised learning involves learning a function from a training 

set of pairs of inputs and corresponding outputs. The learning is said to be 

supervised because a supervisor is required to direct the learning process, by 

supplying the desired outputs to the corresponding inputs. More formally, the goal 

of supervised learning is to learn a function 

 
 

from a training set 

, in such a way that f (x) □ Y is a good predictor of the actual value y □ Y. 

Additionally, when the output of the learnt function is a continuous value, the 

learning problem is called a regression problem; whereas if the output belongs to a 

discrete set of values, it is called a classification problem. As an example, a 

supervised learning algorithm can be used to tackle the problem of question 

classification, by learning a function that maps questions into a discrete set of 

question categories, given a training set of correctly labeled questions. 

Unsupervised learning In the unsupervised learning paradigm, the goal is to learn 

patterns and interesting structures directly from the input, without knowing the 

corresponding outputs. Unlike supervised learning – which can be seen as a form of 

learning by example –, unsupervised learning techniques do not rely on any a priori 

knowledge, such as training sets of inputs with the corresponding outputs, and can 

thus be seen as a form of learning by observation. The most common example of 

unsupervised learning is clustering, whose goal is to group similar input instances 

together, into a set of clusters. 

Reinforcement learning In reinforcement learning, an agent learns how to act in a 

given environment, by means of maximizing a reward function. A reward can be 

seen as a kind of feedback, which allows the learning agent to know if the actions 

that it is taking are correct or not. By using these rewards, the agent is able to learn 

a strategy which maximizes the total rewards. This type of learning is typically used 

in situations where it is very difficult to supervise the learning process, such as 

playing chess or robotics. The checkers-playing program developed by Arthur 

Samuel is an example of reinforcement learning. 

There is also another learning paradigm – called semi-supervised learning –, that 

falls in-between supervised and unsupervised learning. In semi-supervised learning, 

both labeled (albeit very little) and unlabeled data is used for training. In Section 
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2.3.4, we will address a particular technique of semi-supervised learning, usually 

referred to as bootstrapping. 

In the following sections, we present some machine learning techniques that have 

been successfully applied to question answering. At the end of each section, we will 

show how these particular techniques have been applied within the question 

answering domain. 
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4. Language Models 

4.1. BERT Language Model 

BERT is a short form for Bidirectional Encoder Representations from 

Transformers and it is the first deeply bidirectional Language Model (LM) 

based on the Transformer architecture. So far, the objective of pre-trained 

LMs was to predict words given either the right or the left context of some 

window size (e.g. n-gram) (RatnaParkhi et al., [43]). This is called left-to-right 

or right-to-left LM or language modelling. Before BERT model was 

introduced, all were LMs based on the Transformer or Long Short-Term 

Memories (LSTMs) [44] were deployed either unidirectional [45] or shallowly 

bidirectional [46, 47], and therefore not capable of contextualizing a word 

given the entire context the word appears in (i.e., right- and left-hand side of 

a token). BERT, however, has closed the gap and, as the name suggests, 

exploits the context both to the left and right of a word (see Figure 3.2 for a 

comparison between BERT and the aforementioned models with respect to 

their pre-training). BERT is thus the first unsupervised, deeply bidirectional 

LM for NLP that exclusively leverages fully connected linear layers and self- 

attention mechanisms that can easily relate tokens independent of their 

positions in an input sequence [48]. This is particularly important for token- 

level tasks such as QA, where the context to both the left and right of an input 

token is decisive to find the correct answer span in a paragraph. Hence, 

BERT became indispensable in the disentanglement of a word’s context on a 

variety of NLP tasks, as numerous recent studies have shown [49], [50], [51], 

and both the GLUE and SuperGLUE leaderboards indicate [53, 52], where 

models that deploy BERT, or optimized versions of BERT (e.g., [54], [55]), 

clearly outperform more traditional approaches. 
 

Fig 2.2 BERT, GPT and ELMo flows 

 

BERT’s main pre-training objective is masked language modelling (MLM) 

[56]. That is, some of the tokens of an input sequence are randomly masked, 

and the model is optimized to infer their vocabulary IDs based solely on their 

contexts. In contrast to standard left-to-right LM pre-training (e.g., [45]), 

BERT is optimized to jointly condition on both directions. As a result, fine- 

tuning for downstream application can easily be deployed, and requires 

nothing more than one additional task-specific output layer [56] (see Figure 

3.3). 
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The inputs for such linear output layers are BERT’s deeply bidirectional 

feature representations corresponding to an input token sequence, yielded 

through the pre-trained MLM objective. There is, however, the possibility to 

inform BERT about temporal dependencies through leveraging recurrence 

during fine-tuning, which has recently been explored with respect to token- 

level tasks [57]. I will investigate further into this idea and scrutinize whether 

additional recurrent layers on-top of the pre-trained BERT model enhance 

performance concerning QA. This might fuse the best of both worlds for 

sequence modelling tasks: using a highly parallelizable and computationally 

efficient Transformer during pre-training, and exploiting recurrence during 

fine-tuning via (bidirectional) LSTMs. 
 

 

 

Fig 2.3 BERT finetuning 

 
4.2. GLoVe Language Model 

GloVe (Pennington et al., 2014 [58]) embeddings which we use in our experimental 

framework as text representation for configuring the baseline. The use of these 

embeddings is also wide-spread in the deep learning literature for duplicate question 

detection, most researchers reporting their results with GloVe (Wang et al., 2017 [59], 

Gong et al., 2017 [60] Kim et al., 2018 [61]). In 2014 (Pennington et al. [58]) introduced 

GloVe: Global Vectors for Word Representation. The authors aimed both to capture 

meaning in vector space, as well as leverage the power of global statistics, instead of just 

the local context. Word2Vec takes into consideration only local context (the window of n 

words surrounding the target word), failing to recognize if two words occur together 

simply because one of them is very common (like’ the’  ) or there is a connection 

between the words. Thus, GloVe combines the two main approaches for learning word 

vectors:  1)  global  matrix  factorization  methods,  such  as  Latent  Semantic  Analysis 

(LSA)(Deerwester et al., 1990 [62]) and 2) local context window methods, such as Skip- 
Gram (Mikolov et al., 2013a [63]). LSA learns significant statistical information, but is 

not able to capture the underlying vector-space structure. Skip-Gram does the opposite, 

missing out on the potential of global statistics. GloVe builds a co-occurrence matrix 

using a fixed windows size. This leads to local context being taken into account. The co- 
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occurrence of two words is the number of times they appear in the same window. The 

authors prove that the ratio of the co-occurrence probabilities of the two words (instead of 

simply the co-occurrence probabilities) contains valuable information and aim to encode 

this aspects in their vectors. The model is trained on global co-occurrence counts of words 

and minimizes a weighted least-squares error, producing a word vector space with 

meaningful substructure. 

The authors also show that GloVe produces better embeddings, faster than Word2Vec. 

GloVe and Word2Vec have since been proved to have roughly the same performance on 

downstream tasks. In our work, we evaluate how GloVe text representation compares to 

newer approaches to word embeddings. In addition, we use GloVe in evaluating the 

baseline and in the experiments where we assess the performance of different components 

of our solution. 

 
Fig 2.4 GloVe model word embedding 

 
4.3. GPT-3 Language Model 

GPT-3 is an acronym for Generative Pre-trained Transformer Model. The number 3 

signifies the version of GPT. It is third generation language model of GPT-n family. It is 

created by Openai. 
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Fig 2.5 Comparison of pretrained models 

When compared to other pretrained models, GPT-3 stands out with 175 Billion 

parameters used for training it. [64] This has enabled GPT-3 language model to be used 

for very advanced State of the Art (Sota) Natural language processing (NLP) tasks. 

GPT-3 provides an API and Playground interface from where we can query GPT- 

3 to get question answering. Currently, GPT-3 is closed source and provides Software as a 

Service paid subscription model of usage. With respect to text generation or interaction 

with humans, GPT-3 can be considered as best model as on date, winning turing test in 

these tasks. About 60% of the pre-training dataset for GPT-3 is from a filtered version of 

Common Crawl which consists of 410 billion tokens which are byte-pair encoded. 19 

billion tokens are taken from WebText2 representing 22% of the weighted total, 12 billion 

tokens from first set of Books representing 8%, 55 billion tokens from second set of 

Books representing 8%, and Wikipedia contributes to 3 billion tokens representing 3%. 

GPT-3 was trained on hundreds of billions of words and is capable of coding in CSS, 

JSX, Python, among others. 

Upon asking a set of random general questions, Openai’ s GPT-3 answered in the 

following manner: 
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Fig 2.6 GPT-3 playground 

 
GPT-3’ s drawbacks lies in the text it was trained in. It carries forward the limitations, 

biases, and other features of the text it was trained in. 

 

5. Proposed System 

• Proposed system consists of a chatbot that takes advantage of GPT-3 engine 

and uses BERT, SBERT, GloVe embeddings. 

• BERT embeddings take some time to train. CORD-19 dataset that was used to 

create word embeddings, has on average 10 paged pdf documents as inputs, total 

303,268 in number as on November 29, 2021. It takes a lot of processing and 

computing time to get word embeddings for all those documents. 

◦ Log of CORD-19 as on 29 November, 2021 

2021-11-29 

---CHANGES--- 

No major changes. 

---SUMMARY--- 

total metadata rows: 845575 

CORD UIDs (new: 14214, removed: 40) 

Full text: 

PDF - 303268 json (new: 7038, removed: 188) 

PMC - 234803 json (new: 5824) 

--------------------------- 

• GloVe depends on the word embeddings that it has already been trained on. 

• GPT-3 picks up from user for training the context of the questions being 

asked and narrows down to them. 
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Figure 2: 

Flowchart demonstrating the control flow of the final chatbot question answering system. 
 

 

 

 

 

 

 

 

 

 

 
6.1. TRAINING PHASE 

6. Implementation 

The dataset : The dataset used in this project is CORD-19. CORD-19 is  a 

curated corpus of scholarly research papers on Covid-19 and corona virus.  The 

first version of the dataset was made available from 13  March  2020  and  since 

then a  new dataset is released every week with the updates on research in that 

week. The latest version on the day this project was implemented for final run 

before submitting for the thesis was on 29 November, 2021. The latest corpus is 

14.1 GB in size and has more than 3 lakh research papers parsed and put up 

for public to make use of. 
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The entire code is written in python and is intended to run both in a python 

interpreter as well as a Jupyter notebook. 

The first step in training  phase is to download  and  extract  the  dataset.Since 

the dataset is enormous,  we will  create a  dataset  class  that  will  access all the 

files in the dataset without opening each of them. 

It took about 256 seconds or over 4 minutes to download the dataset. Once 

the dataset is downloaded, each of the document inside the dataset  is structured 

and can be accessed  using  respective keys for title, abstract  and text(referred  to 

as main body here). Since google colab might interrupt the flow of the training 

because of time constraints, we will save each file every time an embedding is 

created. And we will  store  the  embeddings for each of title, abstract and main 

body in separate files. So, for every document being parsed, three files are 

generated and saved. We will write these 

We will be using BERT, GloVe, SBERT models. BERT model  we  will 

implement on CORD-19 dataset as well as Twitter dataset. The twitter data is a 

curated stream of tweets related to Covid-19. 

For BERT model with CORD-19 dataset, we are using a BERT model with 

dimension set to 768, that is 768 output layers, that is, for each sentence in the 

dataset, we will have 768 dimensioned array of embeddings. We are using 

huggingface library to download BertTokenizer and BertModel.  The following 

is the description of BERT model used in this project: 

(bert): BertModel( 

(embeddings):  BertEmbeddings( 

(word_embeddings): Embedding(30522, 768, padding_idx=0) 

(position_embeddings): Embedding(512, 768) 

(token_type_embeddings): Embedding(2,  768) 

(LayerNorm): LayerNorm((768,), eps=1e-12, elementwise_affine=True) 

(dropout): Dropout(p=0.1, inplace=False) 

) 

It took 31 seconds to download the model. 

Next we input the dataset to the model and get the embeddings stored. 

For BERT Model,  title  embeddings took 4  minutes,  abstract  embeddings took 

4 minutes and main body  embeddings took 14  minutes. In all, BERT  model took 

25 minutes to load and create embeddings. 

 
 

The second model we are implementing is GloVe. GloVe is an unsupervised 

learning language model algorithm. It gives embeddings similar to that of 

word2vec. At the time  of  implementing  this  project,  four  varieties  of  pre 

trained GloVe models were available. We are choosing common crawl 

glove.840b.300d. This pretrained model  is  the  largest  among  the  available 

models and has pretrained with 22 Million words, 840 Billion tokens, and 300 

dimension vectors. The size was approximately 2.03 GB. It took 10 minutes to 

download the GloVe model. 

It took 16 minutes for the GloVe model to get embeddings of title, 17 minutes 

to get embeddings of abstracts and 19 minutes to get embeddings of main body 

of text corpus. 
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6.2. TESTING PHASE 

The third model was BERT  language  model  but  the  dataset  chosen  was 

Tweet data on Covid-19 related tweets.  It  took  1  minute  to  download  the 

dataset, 17  minutes  to  get  embeddings for title, 19  minutes to  get  embeddings 

for abstract and 44 minutes to get embeddings for main body of corpus papers. 

Finally, the 4th model we use is a sentence-BERT or SBERT, which is more 

specific application for sentence intensive applications such as QA systems.  We 

used 768 output layered SBERT model. 

It  took  19  minutes to get  embeddings of  title,  20  minutes to get  embeddings 

of abstract and 20 minutes to get embeddings for main body of corpus. 

 
 

The output of training phase would  be  word  embeddings  of  each  of  the 

model. The sizes of word embeddings  created  by  BERT,  GloVe,  BERT 

pretrained on covid tweets and SBERT is  respectively  587  MB,  238  MB,  785 

MB, and 587 MB. 

 
On each of the 4 models for which we derived embeddings, we will ask for Covid- 

19 related questions and get the responses of the respective models. We can then 

look for evaluating the responses from each of these models. 

The evaluation is done by measuring the similarity of the documents retrieved by 

each of the models. We will use cosine similarity which compares any two word 

vectors. 

For each of the question posed, of the response word embeddings, we calculated 

the cosine similarity. 

 

Example Question and answer: 

Question: What is Covid-19? 

For which response is as: 

********************BERT METHOD******************** 

Document found with similarity [0.737787] in time [2.779037] seconds 

Title 

{ COVID-19 cacophony: is there any orchestra conductor?} 

Main body 

>>>{ COVID-19 cacophony: is there any orchestra conductor?}<<< 

NaN 

Measures like self-quarantine, or temperature control at borders, are not expected 

to be very effective since half of infections are asymptomatic. 

********************GloVe METHOD******************** 

Document found with similarity [0.774305] in time [2.501598] seconds 

Title 

{ Commentary: “To list, or not to list? That is the question”} 

Main body 

>>>{ Commentary: “To list, or not to list? That is the question”}<<< 

NaN 

Lung transplantation (LTx) is the only treatment option for selected patients with 

end-stage lung disease. 

********************COVID TWITER BERT 

METHOD******************** 
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Document found with similarity [0.550157] in time [2.918277] seconds 

Title 

{ Dementia care during COVID-19} 

Main body 

>>>{ Dementia care during COVID-19}<<< 

NaN 

those who have died were older adults, most of whom had underlying health 

problems. 

********************SBERT METHOD******************** 

Document found with similarity [0.930173] in time [2.664242] seconds 

Title 

{ Mental health care for international Chinese students affected by the COVID-19 

outbreak} 

Main body 

NaN 

>>>{, responsible for COVID-19.}<<< 

They also face discrimination and isolation in some countries due to being deemed 

as potential SARS-CoV-2 carriers. 

1 Some media outlets have used derogatory headlines, perpetuating stereotypes 

and prejudices about Chinese people. 

 

 
 
 

6.3. Chatbot 

Fig. 6.1. Model output for BERT, GloVe and SBERT 

 

A chatbot is created using openai library and the following configuration is used to invoke 

the bot: 

1. engine = "davinci", 

 

2. temperature = 0.85, 
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3. top_p=1, 

 

4. frequency_penalty=0, 

 

5. presence_penalty=0.7, 

 

6. best_of=2, 

 

7. max_tokens=100, 

 

8. stop = "\nHuman: " 

 

Once chatbot is invoked from the terminal, it prompts for True/False response from the 

user for training mode. 

If a user enters True for training mode, he can enter as many questions and answers to the 

chatbot. 

 

Figure 3: 

An untrained bot, and then a set of training questions passed, the bot responded positively. 
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Figure 4: A trained bot, 

and then a set of training questions passed, the bot responded positively. 
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7. TEST CASES 
 
 

Test Case ID Description Expected Result Actual Result Pass/ Fail 

1 User enters 

training prompt 

a System asks for 

question prompt 

and after taking 

question input 

prompts for 

answer and after 

taking answer 

prompts for next 

question 

Sytem behaves 

as expected 

Pass 

2 User enters 

question after 

entering False at 

training stage 

System prompts 

for question and 

when question is 

entered, answers 

it, taking back 

user to question 

prompt. 

System behaves 

as expected 

Pass 

3 A blank prompt 

is given by user 

for question 

System should 

respond with 

some help file or 

model questions. 

System gives an 

empty prompt 

and goes for next 

question in one 

run and shows 

model questions 

in another run 

Partially pass 

4 User enters stop 

for question 

System 

exit 

should Works 

expected 

as Pass 

Table. 7.1. Test Cases 
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8. Conclusion 

For the Word embedding models training, evaluation of the models is based 

on the time needed to compute the embeddings. As we have chosen a bigger model 

for BERT and SBERT models, the time to calculate embeddings was very high. 

GloVe needed least time as it is a single layer neural network model and had only 

300 dimensions. To calculate Twitter based BERT it took almost 6 hours to compute. 

Response time was also relative to the size of embeddings. 

The responses from the models was satisfactory. With the least embeddings size, 

GloVe had relatively worse responses than other models. The difference between 

performance of SBERT and Twitter BERT was very small. 

As the days pass, more and more research will take place and more data implies 

better decision making models. The cosine similarity used to evaluate could be 

replaced with a better evaluation factor if we have expert answers put against the 

responses given by the models. 

The GPT-3 model has a long way to go. Currently it narrow downs to the topic 

and gives proper answers only if its trained with relevant content. Otherwise, the 

responses are very random and sometimes are fake or fabricated. Its always better 

to use it with some trained data to shift focus of the model to accurate results. 
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